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Memprediksi Tingkat Kelulusan Peserta Kursus Per-
tahun dengan Algoritma Data Mining C4.5 dan
RapidMiner

Iswati Nur Kholifah'

Abstrak— Lembaga Kursus adalah sebuah lembaga
pendidikan yang berada di luar lingkup sekolah maupun
pekerjaan, lembaga ini biasanya diselenggarakan oleh
masyarakat dan pelajar ataupun mahasiswa. Banyaknya
peserta yang mendaftar ke lembaga kursus, karena dapat
membantu mereka dalam memperoleh wawasan maupun
pengalaman dalam pekerjaan. Untuk mendukung minat
masyarakat yang efektif, penulis menerapkan metode
algoritma C4.5 untuk memberikan solusi dalam memprediksi
tingkat kelulusan serta minat masyarakat yang diambil
berdasarkan data pada tahun lalu. Pada tabel komputer,
kesimpulan akhir data banyak peserta yang lulus tepat waktu
sekitar 70% sedangkan yang tidak lulus tepat waktu hanya
30% menggunakan aplikasi rapid miner. Berdasarkan uji
algoritma C45 dan aplikasi RapidMiner memiliki tingkat
akurasi kurang dari 100%. Sehingga, dapat membantu dalam
menentukan dan melihat seberapa minat masyarakat untuk
kursus mngemudi serta kursus komputer sesuai dengan
kebutuhan dan keinginan.

Kata Kunci: Algoritma C4.5, Data Mining, Pohon Keputusan

Abstract — Course Institute is an educational institution that
is outside the scope of school and work, this institution is
usually run by the community and students or students. The
large number of participants who register to course
institutions, because it can help them gain insight and
experience in work. To support effective public interest, the
authors apply the C4.5 algorithm method to provide solutions
in predicting graduation rates and public interest based on
data from last year. In the computer table, the final conclusion
is that 70% of the participants passed on time while only 30%
did not pass on time using the rapid miner application. Based
on the C45 algorithm test and the RapidMiner application, it
has an accuracy rate of less than 100% so that it can help
determine and see how much public interest in driving courses
and computer courses according to their needs and desires.

Keywords: Algorithm C4.5, Data Mining, Decision Tree

I. PENDAHULUAN

Di zaman sekarang penting bagi seseorang
meningkatkan ilmu pengetahuan agar bisa mengikuti
perkembangan zaman yang semakin maju seperti saat ini,
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terutama ilmu di bidang digital yang tentunya sangat
diperlukan baik dari segi pendidikan maupun pekerjaan 3,
Dari kalangan masyarakat saja, saat ini masih banyak yang
memiliki kekurangan dalam hal pengetahuan maupun
pengalaman dalam pekerjaan, oleh sebab itu maka
diperlukan adanya lembaga kursus untuk membantu dalam
hal pengetahuan maupun pengalaman dalam pekerjaan.

Lembaga Kursus adalah sebuah lembaga pendidikan
yang berada di luar lingkup sekolah maupun pekerjaan,
lembaga ini biasanya diselenggarakan oleh masyarakat dan
pelajar ataupun mahasiswa 1. Lembaga kursus ini
bertujuan untuk memberikan pengetahuan, lapangan
pekerjaan, serta meningkatkan minat seseorang dalam
keingintahuan akan ilmu. Kursusnya juga memiliki
berbagai macam jenis, dari mulai kursus tentang akademik
maupun non akademik, kursus tentang mengemudi
berbagai kendaraan dan macam kursus lainnya.

Banyaknya peserta yang mendaftar ke lembaga kursus,
karena dapat membantu mereka dalam mendapat wawasan
maupun pengalaman dalam pekerjaan. Dikarenakan
banyaknya peserta setiap tahunnya, membuat lembaga
kursus perlu untuk menghitung data kelulusan per tahun,
untuk dapat mengetahui daftar peminat dalam pendaftar
kursus tersebut. Karena itu lembaga kursus perlu
menerapkan data mining untuk menghitung daftar
kelulusan tersebut 6],

Algoritma C4.5 merupakan metode mining data yang
direkomendasikan untuk menghitung daftar kelulusan pada
lembaga kursus tersebut. Algoritma C4.5 yaitu hasil dari
pengembangan algoritma ID3 (Iterative Dichotomiser)
yang dikembangkan oleh J. Ross Quinlan pada tahun 1979
(21141 Algoritma C4.5 ini digunakan dalam sebuah
klarifikasi yang menggunakan pohon keputusan. Algoritma
ini memiliki kelebihan yaitu pada hasil yang bermodel
pohon, memiliki tingkat akurasi yang dapat diterima
sehingga memudahkan dalam pemahaman algoritmanya.

Tujuan dari penelitian ini yaitu untuk mengetahui hasil
kelulusan setiap tahunnya pada lembaga kursus dengan
menggunakan metode Algoritma C4.5. Pembuatan data
mining dalam Algoritma yang akan membantu Lembaga
kursus untuk mengetahui kelulusan setiap tahunnya [O-181,
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[I. METODE PENELITIAN
Metode yang akan digunakan dalam penulisan jurnal ini
yaitu metode kuantitatif karena pada dasarnya metode ini
merupakan proses keilmuan untuk memperoleh data secara
sistematis dan juga berdasarkan bukti, berikut metode
untuk penelitian dalam jurnal ini 2 B):

A.  Study Literatur

Metode ini adalah sebuah pengumpulan data melalui
jurnal ilmiah, penelitian sejenis, buku, artikel dan sumber
bacaan lainnya yang berkaitan dengan penelitian. Sehingga
data atau informasi yang telah didapatkan dari Kursus
tersebut dapat dijadikan sebagai rujukan untuk
memperkuat landasan dan argumentasi-argumentasi yang
telah ada.

Studi literatur adalah sebuah rangkaian kegiatan yang
berkaitan dengan metode yang melakukan pengumpulan
data membaca, pustaka, mencatat, dan juga mengolah
bahan-bahan penelitian. Tujuan dari metode ini adalah
untuk menunjukkan berbagai teori-teori yang sering ada
dengan permasalahan yang sering terjadi dan sedang
dihadapi dan diteliti sebagai bahan dalam pembahasan
untuk hasil penelitian

Pengertian lain dari studi literatur adalah untuk mencari
referensi teori yang sering terjadi dengan kasus atau
permasalahan yang sering ditemukan. Referensi ini
biasanya dapat dicari dari jurnal, artikel laporan, buku, dan
juga situs-situs di web atau internet. Keluaran atau output
dari studi literatur ini adalah akan membuat terkoleksinya
referensi yang relevan dengan perumusan dalam masalah
yang sedang di teliti.

Secara umum studi literatur adalah sebuah cara yang
digunakan untuk menyelesaikan masalah atau persoalan
dengan cara menelusuri sumber-sumber tulisan yang telah
dibuat sebelumnya. Studi literatur ini sangat sering
ditemukan dengan mencari di studi pustaka. Dalam
penelitian yang akan dijalankan, tentunya seorang peneliti
harus mempunyai wawasan yang banyak dan luas dalam
hal objek yang akan diteliti % Jika peneliti tidak
mempunyai wawasan yang luas terkait dengan objek yang
dibahas, maka dapat dipastikan peneliti tersebut akan
mempunyai persentase yang memungkinkan peneliti
tersebut akan mengalami kegagalan saat akan melakukan
penelitian.

untuk membantu penelitian dalam mencari sebuah teori
penjelasan seperti Algoritma C4.5 beserta teori tentang
lembaga Kursus bagaimana masyarakat memperoleh
penambahan ilmu pengetahuan.

B.  Algoritma C4.5

Algoritma data mining C4.5 adalah salah satu algoritma
yang sering digunakan untuk melakukan sebuah klasifikasi
atau segmentasi atau pengelompokan dan mempunyai sifat
prediktif "1, Klasifikasi adalah salah satu proses yang ada
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pada data mining yang memiliki tujuan untuk menemukan

pola pada data yang berharga yang memiliki ukuran relatif

besar hingga mempunyai data yang sangat besar 221,
Algoritma C4.5 merupakan metode mining data yang

direkomendasikan untuk menghitung daftar kelulusan pada

lembaga kursus tersebut. Algoritma C4.5 yaitu hasil dari
pengembangan algoritma ID3 (Iterative Dichotomiser)

yang dikembangkan oleh J. Ross Quinlan pada tahun 1979

31, Algoritma C4.5 ini digunakan dalam sebuah klarifikasi

yang menggunakan pohon keputusan %1 Algoritma ini

menmiliki kelebihan yaitu pada hasil yang bermodel pohon,
memiliki tingkat akurasi yang dapat diterima sehingga
memudahkan dalam pemahaman algoritmanya.

Algoritma C4.5 mempunyai prinsip dasar hampir sama
dengan algoritma ID3, tetapi algoritma ini memilik
beberapa perbedaan yaitu B :

1. Dapat menangani atribut dengan tipe kontinu dan tipe
diskrit ®l. Pemilihan atribut dalam algoritma pada
induksi decision 3 adalah dengan menggunakan ukuran
besar berdasarkan entropy yang sering dikenal dengan
sebutan information gain sebagai bentuk heuristc agar
dapat memilih atribut yang juga merupakan bagian
dalam terbaik dari contoh ke dalam sebuah data atau
kelas !, Semua atribut tersebut mempunyai sifat
kategori yang mempunyai nilai diskrit. Atribut yang
mempunyai nilai continuous harus dilakukan sebuah
didiskritkan. Diskritisasi sebuah atribut memiliki tujuan
untuk mempermudah pengelompokan data atau nilai
yang dibuat berdasarkan kriteria yang telah disiapkan
atau ditetapkan. Hal ini memiliki tujuan untuk
menyederhanakan maslah atau objek penelitian dan
meningkatkan persentase akurasi dalam proses
pembelajaran

2. Dapat menyelesaikan masalah atribut yang kosong
(missing value), nilai kosong yang ada pada sebuah
dataset harus diisi terlebih dahulu sebelum melakukan
proses pada tahap machine learning atau ke dalam
bentuk model pada sebuah decision tree. Cara yang
paling mudah dalam pengisian data atau atribut yang
kosong adalah dengan mengisi dan memberikan nilai-
nilai berdasarkan nilai yang paling sering muncul atau
paling banyak dan dominan dalam atribut yang ada
pada data tersebut.

3. Pemangkasan pada pohon keputusan. Saat melakukan
pembangunan pohon keputusan, semakin banyak
cabang yang dimiliki pohon keputusan maka hal
tersebut akan mencerminkan apakah di situ ada sebuah
noise atau outlier pada sebuah training data.
Pemangkasan yang sedang dilakukan pada pohon
tersebut perlu dilakukan untuk mengenali dan
menghilangkan atau menghapus cabang-cabang yang
ada pada data tersebut. Semakin kecil pohon yang
dipangkas, dan dibuat lebih kecil lagi maka akan
membuat data menjadi lebih mudah untuk dapat
dipahami. Pohon semacam itu biasanya dapat menjadi
lebih cepat dan lebih baik untuk melakukan dalam hal
klasifikasi
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4. Pemilihan pada atribut yang dilakukan dengan
menggunakan gain ratio. Information gain pada 1D3
biasanya mengutamakan pengujian yang akan
menghasilkan banyak sekali keluaran. Dengan begitu,
pada sebuah atribut yang memiliki banyak nilailah yang
akan dipilih sebagai splitting atribut.

Secara umum terdapat alur proses pada metode
algoritma C4.5 saat membuat pohon keputusan dalam data
mining yaitu sebagai berikut (Mahmud, et al, 2014):

1.  Memilih atribut kemudian jadikan sebagai akarnya.

2. Buatlah tiap-tiap nilai di setiap cabang.

3. Bagilah kasus dalam cabang.

4. Ulangi proses untuk setiap cabang sampai semua
kasus pada cabang memiliki kelas yang samal’l.

Rumus algoritma C4.5 yang digunakan pada pencarian
nilai Entropi pada atribut sebagai berikut :

Entropi (S) = YL, — pi = log2 pi

Dan untuk pencarian nilai Gain pada atribut

menggunakan rumus sebagai berikut :

Gain (S,A) = entropi (S) - Y7 = % « entropi (Si)

Keterangan :

S : Himpunan kasus

A : Atribut

n : Jumlah partisi atribut S

p+ : Proporsi bernilai mendukung

- : Proporsi bernilai tidak mendukung
pi : Proporsi ke-i

| Si| : Jumlah kasus ke-i

|S| : Jumlah kasus ke S

C. Perancangan
Perancangan Algoritma C4.5 menggunakan 2 metode
perhitungan, yang pertama perhitungan secara manual dan
perhitungan di sebuah aplikasi yaitu RapidMiner. Rapid
Miner juga sangat efektif dalam perhitungan di berbagai
metode salah satunya Decision Tree (C4.5).
Tahapan perancangan metode yang ada di penelitian ini
sebagai berikut [
1. Mulai
2. Input data atau analisis data yaitu data di pilih yang
mana ID, dan atributnya
3. Data peserta semua data yang berdasarkan keterkaitan
penelitian
4. Memulai perhitungan, yang pertama untuk
perhitungan manual digunakan rumus yang sudah
dijelaskan sebelumnya. Sedangkan untuk perhitungan
pada aplikasi RapidMiner akan secara otomatis pada
aplikasi tersebut.
5. Setelah semua perhitungan selesai akan ada hasil
kedua perhitungan tersebut.
6. Selesai

Proses algortima penelitian yang diterapkan dapat
dijabarkan dalam bentuk flowchart yaitu sebagai berikut :
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Input Data /
Analisis Data

A

Data Peserta

Algoritma C45 Decision Tree
(Perhitungan (Perhitungan
Manual) Apl_lkgm

l

l

Hasil Perhitungan
berdasarkan
Pengujian

End

Gambar 1 Desain Flowchart Penelitian
Pembuatan perancangan ini untuk memudahkan dalam

melakukan pembuatan jurnal agar susunan urutan nya
menyesuaikan dengan tepat.
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D.  Pengolahan Data
Data yang akan digunakan yaitu tentang pendaftaran

pada kursus komputer dan mobil. Data pembahasan ini
menggunakan tabel Atribut yaitu

- No.induk (sebagai ID),

- Tempat tanggal Lahir (Luar Sampit, Sampit, Kotim),

- Alamat (Hm.Asryad, Baamang, Sudirman), dan

- Umur (Lebih dari 15 tahun, Kurang dari 15 tahun).

Untuk rincian informasi data lebih jelas di bawah ini :

TABEL I
INFORMASI DATA

JUISI, Vol. 06, No. 01, Februari 2020

TABELII
PERHITUNGAN MENGEMUDI
Tidak
Jumlah Lulus L:ﬂis
Atribut Tepat Entropi | Gain
Data Waktu Tepat
Waktu
Node
Total 317 302 15 0.1348
626
Tempat Tanggal Lahir
Sampit 30 20 10 0.9182
958 0.02
Kota\fvarmgm 280 280 0 0 3898
Timur 5
. 2 5 0.8631
Luar Sampit 7 206
Alamat
Hm.Arsyad 2717 271 0 0
B ; 5 2 0.8631 | 0.10
aamang 206 %509
. 20 13 0.1277
Sudirman 33 038
Umur
<30 287 287 0 0 0.04
0225
>30 30 15 15 1 4

. Nilai Keterangan
No | Atribut Atribut
1 No. ID
Induk
Tempat Kota yang berada di
9 Tanggal Sampit sekitar sampit
Lahir
Kotawaringin | Semua Kota dan daerah
Timur yang mencakup Kotim
Luar Sampit Kota yang berada di luar
Sampit
Area rumah disekitar jalan
3 | Alamat Hm.Arsyad Hm.Arsyad
Area rumah disekitar jalan
Baamang Baamang
Area rumah di sekitar jalan
Sudirman Sudirman
yang mendaftar di bawah
4 | Umur <30 Tahun 30 tahun
Yang mendaftar di umur
> 30 Tahun lebih dari 30 tahun
1. HASIL DAN PEMBAHASAN

A. Pengolahan Data

Data dikumpulkan kemudian dikelola, pada tahap ini
dilakukan perhitungan atribut-atribut seperti nama siswa
atau nama pendaftar M) Tahap sebelumnya telah
dilakukan perancangan data yang diperoleh sehingga dapat
dilanjutkan ke tahap berikutnya. Tahap selanjutnya
perhitungan pada entropi beserta gain untuk melakukannya
dilihat dari jumlah data (jumlah keseluruhan data, dari tabel
2 dan juga tabel 3), pada peserta lulus tepat waktu dan
peserta tidak lulus tepat waktu %1, Setelah mendapatkan
hasil dari Gain, langsung ke pohon keputusan pada setiap
tabel (mengemudi dan komputer). Tabel di atas juga sudah
dijelaskan analisis perancangan data nya, yang pertama
perhitungan pada tabel 2 (Mengemudi) sebagai berikut :

ISSN: 2460-1306

Rumus yang digunakan pada pencarian nilai Entropi pada
atribut Tempat Tanggal Lahir sebagai berikut :

Entropi (S) = ¥, — pi = log2 pi

Dan untuk pencarian nilai Gain pada atribut Tempat
Tanggal Lahir menggunakan rumus sebagai berikut :

Gain (S,A) = entropi (S) - Y7 = % « entropi (Si)

Keterangan :

S : Himpunan kasus

A : Atribut

n : Jumlah partisi atribut S

p+ : Proporsi bernilai mendukung

o : Proporsi bernilai tidak mendukung
pi : Proporsi ke-i

| Si| : Jumlah kasus ke-i

|S| : Jumlah kasus ke S

Yang pertama dihitung yaitu Entropi Total Mengemudi :
Entropi (Total)

n 202 202 15
2. (Finrtes2 () + (-5

log2 (§)) = 0.1348626

Yang kedua menghitung Entropi atribut Tempat Tanggal
Lahir :
Entropi (Tempat Tanggal Lahir Daerah Sampit)
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" 20 20 10
Do (i 1002 () + (-5
log2 (g)) = 09182958

Entropi (Tempat Tanggal Lahir Daerah Kotawaringin
Timur)

n 2280 280 0
2. (oo (G20) + (57

0
log2 (ﬁ)) =0
Entropi (Tempat Tanggal Lahir Daerah Luar Sampit)

2., (F5rt0g2 () + (= 1os2 () -

0.8631206
Menghitung Gain mengemudi pada Tempat Tanggal Lahir
Gain = 0.1348626 - ((30/317 * 0.9182958) + (280/317 *
0) + (7/317 * 0.8631206))

=0. 0288982

Yang ketiga Entropi atribut Alamat :
Entropi (Alamat Jalan Hm.Arsyad)

n 277 277 0
2. (i es2 G2))+ (-5

0
log2 (ﬁ)) =0
Entropi (Alamat Jalan Baamang)

D (51002 () + (<5 1092 3)) -

0.8631206
Entropi (Alamat Jalan Sudirman)

n 20 20 13
D (FEr 1002 () + (-5
log2 (g)) = 0.1277038

Menghitung Gain mengemudi pada Alamat
Gain =0.1348626 - ((277/317 * 0) + (7/317 * 0.8631206)
+(33/317 * 0.1277038))

=0. 1025091

Yang keempat menghitung Entropi atribut Umur
Entropi (Umur di bawah 30 Tahun)

n 287 287 0
Do i 1002 () + (5

0
log2 (ﬁ)) =0
Entropi (Umur di atas 30 tahun)
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Menghitung Gain mengemudi pada Umur
Gain = 0.1348626 -((287/317 * 0) + (30/317 * 1))
=0. 0402254

Dari hasil perhitungan nilai entropi, gain pada tabel 2
(mengemudi) maka dapat disimpulkan nilai hasil gain
tertinggi di pada tabel 2 (mengemudi) yaitu gain alamat
yang mendapatkan hasil 0.1025091 untuk menentukan nilai
akarnya, dan setelah diperoleh maka hasil dari pohon
keputusan sebagai berikut :

Sudirman

Gambar 2 Pohon Keputusan
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Kesimpulan Pohon keputusan menunjukkan bahwa yang
paling cepat lulus tepat waktu yaitu peserta dengan alamat
Hm.Arsyad, tempat tanggal lahir di Kotawaringin Timur
dan berumur sekitar kurang dari 30 tahun. Sebaliknya
peserta yang tidak lulus tepat waktu di sekitar alamat
Baamang, tempat tanggal lahir di Luar Sampit, dan
berumur lebih dari 30 tahun. Berlaku pada peserta kursus
mengemudi. Tahap selanjutnya perhitungan tabel 3
Komputer sebagai berikut :

TABEL III
PERHITUNGAN KOMPUTER

Tidak
Jumla Lulus Lulus Gai
Atribut ! Tepat Entropi
h data Wakiu Tepat n
Waktu
Node
Total 77 61 16 0'7]3:24
Tempat Tanggal Lahir
Sampit 21 20 1 0'257219
Kotawaringi 0.05
olawanng 0 0 0 0 218
n Timur 96
Luar Sampit 56 41 15 0.83837
29
Alamat
0.44648
Hm.A 4 4
m.Arsyad 3 39 13 0.20
0.99403 389
Baamang 22 10 12 02 90
Sudirman 12 12 0 0
Umur
<30 46 33 13 0'8]5598 0.03
941
>30 31 28 3 0'4558868 82

Rumus yang digunakan pada pencarian nilai Entropi pada
atribut Tempat Tanggal Lahir sebagai berikut :
Entropi (S) = ¥, — pi * log2 pi

Dan untuk pencarian nilai Gain pada atribut Tempat
Tanggal Lahir menggunakan rumus sebagai berikut :

Gain (S,A) = entropi (S) - ¥I' = % +entropi (Si)
Keterangan

S : Himpunan kasus

A : Atribut

n : Jumlah partisi atribut S

p+ : Proporsi bernilai mendukung

p- : Proporsi bernilai tidak mendukung
pi : Proporsi ke-i

| Si| : Jumlah kasus ke-i

|S| : Jumlah kasus ke S

Yang pertama dihitung yaitu Entropi Total Komputer :
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Entropi (Total) =

n 4 61 o1 16
Z;:l(__?_?tlogz ("))+( 77

log2 (1—")) = 07372414

Yang kedua menghitung Entropi atribut Tempat Tanggal
Lahir :
Entropi (Tempat Tanggal Lahir Daerah Sampit)

> (-2eto02 () + (-4

log2 (il)) = 02761954
Entropi (Tempat Tanggal Lahir Daerah Kotawaringin
Timur)

3 e @) ()

Entropi (Tempat Tanggal Lahir Daerah Luar Sampit)

" 41 41 15
2. (52 () + (-5

log2 (;—z)) = 0.8383729

Menghitung Gain Komputer pada Tempat Tanggal Lahir
Gain = 0.7372414 - ((21/77 * 0.2761954) + (0/77 * 0) +
(56/77 * 0.8383729))

=0.0521896

Yang ketiga Entropi atribut Alamat :
Entropi (Alamat Jalan Hm.Arsyad)

n 39 39 4
2. (-5 log2 @)+ (-5
log2 (:—3)) = 0.4464813
Entropi (Alamat Jalan Baamang)

n 10 10 b_E |
> (502 (B))+(-5-

log? (1—)) = 0.9940302
Entropi (Alamat Jalan Sudirman)

25 to2 )+ (-5

log2 (%)) =

Menghitung Gain Komputer pada Alamat
Gain = 0.7372414 - ((43/77 * 0.4464813) + (22/77 *
0.9940302) + (12/77 * 0))

=0.2038990

-

Yang keempat menghitung Entropi atribut Umur :
Entropi (Umur dibawah 30 Tahun)
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2 (02 () + (-5

log? (;)) = 08589810
Entropi (Umur di atas 30 tahun)

"o 28 28 3
> (FErez () + (=5
log2 (%)) = 0.4586858
Menghitung Gain komputer pada Umur

Gain = 0.7372414 - ((46/77 * 0.8589810) + (31/77 *
04586858))
=0.0394182

Dari hasil perhitungan nilai entropi, gain pada tabel 3
(komputer) maka dapat disimpulkan nilai hasil gain
tertinggi di pada tabel 3 (komputer) yaitu gain alamat yang
mendapatkan hasil 0.2038990 untuk menentukan nilai
akarnya, dan setelah diperoleh maka hasil dari pohon
keputusan sebagai berikut :

2% Alamat Uy
oo Uit
T
>
4]
Tidak < Lulus
lulusTP %

Tidak
lulusTP

.

Tidak
lulusTP

Lulus

Gambar 3 Pohon Keputusan

Kesimpulan Pohon keputusan menunjukkan bahwa
yang paling cepat lulus tepat waktu yaitu peserta dengan
alamat Sudirman, tempat tanggal lahir di Kotawaringin
Timur dan berumur sekitar kurang dari 30 tahun.
Sebaliknya peserta yang tidak Iulus tepat waktu di sekitar
alamat Baamang, tempat tanggal lahir di Luar Sampit, dan
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berumur lebih dari 30 tahun. Berlaku pada peserta kursus
komputer.

B.  Rapid Miner

Rapid Miner merupakan aplikasi perangkat lunak
yang dikembangkan oleh perusahaan 23?7, Pada aplikasi
rapid miner terdapat sejarah yaitu sebelumnya telah dikenal
YALE (Yet Another Learning Environment), yang
dikembangkan oleh Ralf Klinkenberg, Indo Mierswa, dan
Simon Fischer pada tahun 2001 dari unit Kecerdasan
Buatan Universitas Teknik Dortmund [¥,[12], Rapid Miner
juga sangat efektif dalam perhitungan di berbagai metode
salah satunya Decision Tree (C4.5) .

1. Pengujian Metode Decision Tree (C4.5)

Pengujian Metode Decision Tree (C4.5) pada tabel 3
komputer. Data yang diambil merupakan total keseluruhan
data pada tabel komputer sebanyak 77 peserta yang dibagi
menjadi 61 untuk peserta Lulus tepat waktu dan 16 untuk
peserta Tidak Iulus tepat waktu. Untuk melakukan
perhitungan seperti nilai Entropi dan Gain dengan cara
yang sama pada aplikasi Rapid Miner, akan memperoleh
pohon keputusan sebagai berikut :

Tidk Luus Tepat Wty o W}

T |, [Tiug |, =WAOE U et ENE
= O14H PUSPIT= FER - - I | N 0= 254

Tidak Lulus Tepat Waktu [Lus | [Luls | [Lulos |, [ Cus | Lulus | thdlkLquﬂelekm (MU SRV LGB UG |

—

= SONIA LESTARI PUTRI

g CHA S

Waktuluﬂewlwlkw [Lus | L | s | Lo 1 Luks |
Tidak Lulus Tepat Waktu | | Lulus (¢ | Lulus Luls |
W Loy LLlhll (Ll | s ¥ \lu\ui‘ —

Tidak Lulus Tepat Waktu Luus ¢ Luts | Luts ¢ Lul ¢ [ Lulog
N N N N N |

Gambar 4 Pohon Keputusan
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Gambar 5 Pohon Keputusan

Gambar 6 Pohon Keputusan

Sebelum mendapat pohon keputusan pada aplikasi
Rapid Miner, data yang diperoleh di analisis ke sebuah
excel yang kemudian di import setelah itu sambungkan
output yang sudah jadi ke decision tree pada aplikasi Rapid
Miner. Tampilannya akan memperoleh hasil pohon
keputusan setelah di jalankan, bentuk gambaran di bawah
ini merupakan hasil sebelum di jalan menjadi pohon
keputusan.

( res
Decision Tree ( res
Q tra m mod )
; ¥ ea)
(5]

= o)
s

Gambar 7 Validation Model Decision Tree

Pengujian terhadap aplikasi Rapid Miner ini untuk
mendapatkan hasil pohon keputusan dengan menggunakan
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gain ratio pada decision tree dengan hasil yang sama
akuratnya dengan perhitungan manual.

IV. EVALUASI

Dari hasil pohon keputusan kedua tabel mengemudi dan
komputer terdapat jumlah hasil kelulusan minat
masyarakat pada bidang kursus mengemudi dan komputer.
Beserta hasil pohon keputusan pada aplikasi RapidMiner
juga terdapat hasil kelulusan yang akurat. Berdasarkan uji
algoritma C45 dan aplikasi RapidMiner memiliki tingkat
akurasi kurang dari 100%. Akurasi dilihat dari Lulus dan
Tidak Lulus. Selain itu juga perhitungan pada aplikasi
Rapid Miner yang telah dilakukan pada tabel komputer,
kesimpulan akhir data banyak peserta yang lulus tepat
waktu sekitar 70% sedangkan yang tidak lulus tepat waktu
hanya 30%.

V. KESIMPULAN

Berdasarkan pada hasil penelitian yang telah dilakukan
maka dapat disimpulkan bahwa :

Penerapan Algoritma C45 oleh pohon keputusan untuk
memprediksi jumlah seberapa banyak minat masyarakat
berdasarkan data kelulusan dan perhitungan ketepatan lulus
peserta pendaftar.

Hasil dari penerapan Algoritma C45 oleh pohon
keputusan untuk memprediksi jumlah kelulusan pertahun
pada kursus mengemudi dan komputer berdasarkan Tabel
pohon keputusan dapat juga membantu dalam menentukan
pendaftar berikutnya sesuai dengan kebutuhan dan
keinginan.

Sedangkan hasil penerapan oleh Aplikasi RapidMiner
juga didapatkan banyak peminat masyarakat untuk kursus
mengemudi ataupun komputer setiap tahun nya. Dilihat
dari jumlah kelulusan lebih banyak daripada jumlah yang
tidak tepat waktu untuk lulus.
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